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Abstract. Recent large-scale emergencies, such as the 2013 Central European flood or 
the 2015 wildfires in Australia have shown the importance of an appropriate warning as 
well as instruction of the affected people on-site. Nowadays modern mobile devices are 
widely spread throughout the population in many parts of the world and apps are 
available for warning as well as giving advice, which have the advantage to reach citizens 
individually, i.e. based on their current location. However, disaster communication is 
prone to many kinds of biases and strong emotions such as fears, making it difficult to 
point the crowd in the intended direction. It is therefore all the more important that the 
messages are well chosen and presented to the users. Within this paper, we will apply 
the persuasive system design model as a method to design persuasive technology to the 
domain of crisis management by analyzing two of the most important warning service 
apps in Germany. Based on our analysis we will outline design potentials to make those 
kinds of apps more persuasive to efficiently addressing the crowd to prevent them from 
harm and even distribute crowd tasks unidirectionally.   
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1 Introduction 

When dealing with emergencies, a variety of official organizations, which 
consist of public authorities with security responsibilities, such as emergency 
services (e.g. police, firefighters) or public administration is usually involved. As 
another important actor, but with less engagement in prevention or response 
strategies, citizens are engaged in various ways during emergencies too, such as 
victims, indirect affected citizens or volunteers  (Stallings & Quarantelli, 1985; 
Wachtendorf & Kendra, 2006).  

One typical characteristic of (large-scale) emergencies, especially regarding 
mitigation, is that decisions have to be made for low-probability, high-
consequence events (Meyer, 2006). This causes well-known biases in human 
decision making like “[…] the tendency to learn by excessively focusing on short-
term feedback, […] poor insights into future consequences, […] and poor inter-
temporal tradeoffs between short-term costs and long-term benefits” (Meyer, 
2006). Emergency warnings, for example, often prove to be false alarms, as 
impact zones mostly are much smaller than warning zones, reducing beliefs in 
related warning messages. Misjudgments regarding future consequences, amongst 
others, are caused by the subjective assessment of the likelihood that i.e. a hazard 
will occur (Lerner et al., 2003) and the subjective consideration whether taking 
mitigation actions will probably prevent future losses (Meyer, 2006). Within these 
considerations, biases like the availability bias (mental availability of i.e. losses 
due to a flood or fire), representativeness bias (taking recent history as an 
implication for long-term likelihoods) (Kahneman & Tversky, 1973), optimistic 
bias (belief that dangerous events will more likely happen to other people than 
oneself) and projection bias (inability to imagine i.e. one’s home to be destroyed, 
leading to refuse to evacuate) (Loewenstein et al., 2003) are well known cognitive 
dissonances in the application area of (large-scale) emergencies. Further, 
discrepancies regarding tradeoffs  (short-term costs and long-term benefits) 
underlie biases as well, like the status quo bias (default or no action at all are 
preferred instead of actions with uncertain outcomes) (Samuelson & Zeckhauser, 
1988) or the tendency to procrastinate mitigation investments against low-
probability events. This is also caused by hyperbolic discounting, the 
consideration of current relative benefits versus future events (Loewenstein & 
Prelec, D., 1992). Meyer (2006) presents even more biases and causes of 
misconduct in emergency situation which cannot entirely be discussed here. Due 
to these biases citizens are i.e. usually often not familiar with concepts of risk 
communication or warning (Helsloot & Beerens, 2009; Lorenz, 2010; Menski & 
Gardemann, 2008).  

Recent emergencies, like the 2013 Central European flood or the 2015 
wildfires in Australia have shown the importance of an appropriate warning as 
well as risk communication to the affected citizens on-site to overcome possible 
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biased actions. As early forms of warning mechanisms, official organizations used 
sirens or loudspeakers announcements (Lindell & Perry, 1987) in combination 
with radio or television to reach as many citizens locally as possible. But 
nowadays modern mobile devices are widely spread throughout the population in 
many parts of the world. Thus, mobile apps are available for warning as well as 
giving advice, which have the advantage to reach citizens individually, i.e. based 
on their current location. As Ludwig et al. (Ludwig et al., 2015) have shown by 
using mobile apps, individual targeted warnings are possible that are more likely 
to be noticed. However, as Vihalemm et al. (Vihalemm et al., 2012) have shown, 
institutionally framed warnings are often perceived not well by the public and that 
citizens “either seek information from informal information networks or simply 
take their own response action”. Those citizen-initiated actions are not always in 
line with those of the official organizations. Citizens sometimes enter danger 
areas or they interfere with the actions of relief forces (Ludwig et al., 2015). This 
area of tension leads to the discussion about citizen empowerment version activity 
control during emergencies: Should citizens be allowed to carry out their 
activities although these are not in line with the emergency services’ ones? How 
to manage citizens’ activities without patronizing them and without letting 
citizens put themselves in danger?  

It seems there is a significant need to address civics in a way to overcome 
biased behavior. Mobile devices, however, could serve as persuasive 
technologies, who are “any interactive computing system designed to change 
people’s attitudes or behaviors […] without using coercion or deception” (Fogg, 
2003). Thus, technologies of this kind could be suitable to address these deeply 
rooted problems. To build persuasive technologies, Oinas-Kukkonen & Harjumaa 
(2009) have created the Persuasive System Design Model (PSD model). This 
model allows analyzing and designing systems to be persuasive with the aim of 
closing the gap between the targeted and actual behavior or attitude. They first 
suggest to thoroughly understand the persuasion context by examining the intent, 
thus who the persuader is and what type of change is to be achieved (behavior or 
attitude). Further the event has to be examined, more precise in which 
environment and problem domain the technology will be situated (use context), 
the users’ personality like interests, needs or goals (user context), what kind of 
technology is being used (technology context). Lastly the strategy has to be 
considered, meaning the content and timing of messages presented to the user, 
implying a direct or indirect route of persuasion. After these considerations 
Oinas-Kukkonen and Harjumaa Oinas-Kukkonen & Harjumaa (2009) propose a 
taxonomy of design specifications for persuasive system design that could be used 
to address the above mentioned problems and biases. The 28 different design 
principals are grouped into four categories, namely primary task support, 
dialogue support, social support and system credibility support. 
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Within this paper, we will contribute with design implications based on the 
PSD model to pave the way for overcoming biased actions in emergency 
situations through technology. To do so, we first analyze two mobile warning 
apps using the PSD model to understand the intentions towards the persuasion 
context. Secondly, determine currently used design principals as an anchor for our 
objective to suggest exemplary design implications to specifically expand the 
design of such apps based on specific biases. We then will outline design 
implications to make these apps more persuasive. 

2 Related Work 

Persuasive technology and persuasive system design currently mainly focus 
application area like health, environmental sustainability or education. Reducing 
obesity by promoting individual health behaviors (Purpura et al., 2011), 
addressing smoking or alcohol abuse (Lehto & Oinas-Kukkonen, 2011) or 
improving responsible gaming (Wohl et al., 2014) aim at closing the gap between 
actual and targeted behavior or attitude due to the possible gap between short-
term satisfaction and long-term consequences regarding diseases like diabetes. 
Motivating for saving energy (Midden et al., 2008) or fuel efficient driving 
behavior (Ecker et al., 2010) are approaches to do this in the area of 
environmental sustainability mainly by giving users feedback about their current 
behavior and the resulting consequences towards the targeted behavior. In 
education, related work was conducted regarding i.e. study habits amongst 
students. This was targeted leveraging personal resource management, personal 
values towards learning and expectations of learning (Filippou et al., 2015). Little 
work has been done in the wider context of emergency or hazardous situations 
regarding persuasive technology so far. Chittaro and Zangrando  (Chittaro & 
Zangrando, 2010) used persuasive virtual experiences to improve awareness for 
personal fire safety by simulating dangerous situations to trigger attitude change. 
Further, technology to persuade visitors during major events to avoid 
overcrowded places (Vries et al., 2014) was conducted but without systematically 
analyzing these using the persuasive system design model. However, a very 
similar approach was conducted using the PSD model to analyse mobile warning 
apps from user comments in popular app stores (Kotthaus et al., 2016). 
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3 Analysis of KATWARN and NINA using the PSD 
model 

Taking a look at German crisis management, 
public authorities currently use two mobile apps to 
warn citizens, namely KATWARN (FOKOS, 
2016) and NINA (BBK, 2016). Both apps provide 
functionality to receive warnings, such as weather, 
flooding, fires or bomb disposals, partly based on 
the users’ current location. These apps, however, 
focus on information distribution and general 
behavioral instructions without deliberately 
addressing the above mentioned problems. We 
therefore apply the persuasive system design model 
(Oinas-Kukkonen & Harjumaa, 2009) to both apps. 

3.1 Persuasion context 

Intent: The persuader of both apps is the user 
himself, so the intent can be considered as 
autogenous, because the app is being installed by 
the user voluntarily. It can be assumed, that the user wants to be aware about 
warnings in his local area. However, it is the (local) authorities who may want to 
persuade the users to mind their behavior in certain threatening situations. Thus, 

also an endogenous intent can be seen. This also 
implies that the change type of KATWARN can 
be considered towards behavior change directly 
by the authorities or indirectly by reliable weather 
warnings, letting the user consider their behavior. 
There is no direct or indirect evidence the app 
aims at changing user’s attitude. 

Event: The use context of both apps will also 
not be distinguished as the problem domain is 
identical. All German citizens constitute the target 
group and the persuasive system in both cases is a 
mobile smartphone app. Characteristics of the 
problem domain were mentioned in the instruction 
and therefore not be repeated. As the app is 
usually not being distributed, but has to be 
installed voluntarily, users with an interest of 
mitigation and preparation towards emergencies 
might be the majority of the active users. This 

 
Figure 1: Screenshot of KATWARN 
showing a test warning message, 
the location and the affected area 
on a map. 

 
Figure 2: Screenshot of NINA 
showing weather warnings at that 
time in southern Germany as well 
as the device’s location message on 
a map. 
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could enrich information regarding the user context. However, as both apps treat 
all users as a single audience, no more implications in this matter will be 
considered. Finally, the technology context of both mobile apps is also obviously 
the same. Due to their pervasive use, mobile devices have the potential to 
persuade users in-situ but on the other hand bare the risks of doing this 
ineffectively by annoying them or technical constraints, like battery life or 
network coverage. 

Strategy: As mentioned before, both apps focus on the direct route, as both 
send messages with clear suggestions of how to behave in the specific 
emergencies. NINA additionally provides general behavioral information 
regarding different kinds of emergencies like storm, fire or flood independently of 
the warning messages. The timing of the messages is solely depending on the 
official’s source system. 
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3.2 Design Principals 

The system functionality of both apps was analyzed and classified by the PSD 
taxonomy (Oinas-Kukkonen & Harjumaa, 2009). 
 

Primary Task  
Support KATWARN NINA 

Reduction - Instructions based on event 

Tunneling 
Guide to set up the 

application 
- 

Tailoring - - 

Personalization 
Weather warnings based 
on current / up to seven 

places 

Location based warnings; 
Emergency con-tacts; alarm 

sound 
Self-Monitoring - - 

Simulation - - 
Rehearsal Test alert - 

Table 1: Primary task support features 

 
Dialogue  
Support KATWARN NINA 

Praise - - 
Rewards - - 

Reminders - - 

Suggestions 
Location based  

suggestions to warnings 
Location based  

suggestions to warnings 
Similarity - - 

Liking 
Appropriate design  

(subjective) 
Appropriate design  

(subjective) 
Social Role - - 

Table 2: Dialogue support features 

 
System Credibility 

Support KATWARN NINA 

Trustworthiness 
Blunt messages focusing 

on the issue 
Blunt messages focusing on 

the issue 

Expertise 
No dangling info; source 

of info well known 
No dangling info; BBK well 

known for its expertise 
Surface credibility Seems to merit Seems to merit 

Real-world feel 
Organization behind app 

unclear; feed-back 
possible 

BBK clearly recognizable; 
no feedback option  

Authority 
DWD well known in 

Germany 
BBK as governmental 

representative 
Third-party endorsements - - 

Verifiability - - 

Table 3: System credibility support features 
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Social support: Both apps do not provide any functionality regarding social 
learning, social comparison, normative influence, social facilitation, cooperation, 
competition or recognition. 

4 Conclusion and Outlook 

Public authorities are challenged with managing citizens’ voluntary activities 
during emergencies without patronizing them. Current mobile apps lack 
appropriate options for guiding citizens. One way to address this issue could be 
the design of persuasive technologies. Considering the findings of our analysis, 
we conclude that officials’ intention to influence civics behavior is relatively poor 
as the only way to narrow down messages to target groups is either to filter by 
location or type of event. Especially because there is no channel for the recipients 
to reply, the distributed messages have to be chosen carefully. Although it is well-
known that not every single design principle needs to be addressed (Räisänen et 
al., 2010), some of the uncovered bare potential to be further exploited. As a next 
step, we want to implement a prototype to evaluate the effectiveness of the 
proposed implications within crisis management. 
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