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Abstract. This overview of the handling of user profile data and user activity in some 
crowdsourcing tools provides a framework for analyzing data production processes in 
terms of embodiment (the participants’ social and cultural perspective) and gameplay 
(how the participants can interact through the tool). This can create a better 
understanding of the quality of the data in crowd produced environments, which can be 
particularly interesting in contexts were trustworthiness is aggregated in the network 
rather than provided by a single source (of unknown credibility), and as an alternative 
when normal sources cannot provide trustworthy information or information at all. By 
combining gameplay metrics with data indicating embodiment, the social production of 
data can become more transparent. 
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1 Introduction 

Information production and consumption online often reinforce differences 
prevailing in other contexts. Participants represent specific groups, experiences 
and opinions of different modalities, social contexts and structuring norms, why 
crowd sourced information also reflects particular perspectives (Hansson, 2015). 
Furthermore, the mechanisms of excluding other groups and voices are definitely 
prevalent in the decision processes on so called open platforms, which reproduce 
and reinforce inequalities between different groups and identities. For instance, a 
geo-mapping tool such as OpenStreetMap is subject to a large demographic bias 
with significantly more men than women are contributing (Neis and Zielstra, 
2014; Stephens, 2013). In the negotiation games that appear in such applications, 
there are always actors that are more successful than others in making their 
perspectives as the dominant ones. Unlike the gamificated environment of, for 
example, Waze, social games on Wikipedia’s many discussion forums are trickier 
to master and are even not broadly accessible (Steinmann, Häusler, Klettner, 
Schmidt, & Lin, 2013).     

There is nevertheless a promising potential on openly defined platforms such 
as Wikipedia and OpenStreetMap for developing elaborated forms of networked 
democracy that are not constrained to a predefined authority, and where 
trustworthiness is aggregated rather than provided by a single source. If we would 
be able to clarify the social production of data without restricting it and 
controlling it, the data produced within these types of peer-to-peer created 
contexts would probably provide a better basis for interpretation and 
management; also from a governing perspective.  

In this position paper we investigate crowdsourcing tools of different types to 
better understand the social production of data, where after we suggest a 
framework for a systematic analysis of this phenomenon. 

2 The social production of data 

To understand the social production of data, we need to know the participants 
identities, in terms of age, gender, location, occupation, and education, as well as 
how they interact on the platforms. The latter can instrumentally be expressed in 
metrics, such as user activity, interaction, relations, and reputation. We also need 
to understand which types of data the interface asks for and which data they 
collect as well as whether this data is publicly available. In this study we 
investigated the interfaces in a representative subset of geo-mapping tools of the 
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abovementioned kinds: Wikipedia, Twitter, OpenStreetMap, Waze, Wikimapia, 
and Google MapMaker. 

First we looked at if and how the interfaces are gathering information 
regarding the participants, thereafter we investigated how (if applicable) the 
interfaces gathered and displayed information about the participants’ interaction 
and activity. 

 

2.1 Embodiment: user data indicating social situation and literacy 

The focus in these tools for crowd sourced information gathering is not so 
much on user identity as in other more social media contexts. Collecting user 
identity indicators such as age and gender are not very common. In general, it is 
difficult to find available data that can help the users to position contributors as 
belonging to a certain perspective or group, and none of the platforms make user 
statistics available in an easy accessible way. Even when there is a possibility to 
add a photo, image-based data is difficult to systematize and aggregate 
statistically. A profile page for a Wikipedia user is, for example, a blank page 
without predefined categories where it is up to the user to define themselves, 
complicating the data gathering and comparison. 

Self-reported pre-categorized data might nevertheless be erroneous in any case 
and there are other ways to correct the information provided. For instance, in 
Twitter, gender, age, language and location is possible to understand through the 
API through a combination of looking at participants’ language, IP-addresses, 
participants’ relations to other relations, and usage (Malhotra, 2014; Underwood, 
2012). There is a vast amount of research investigating the best ways for data 
verification, cf. e.g., (Culotta, Ravi, & Cutler, 2015), but the adequacy is debated 
(Adnan et al., 2014; Burger, Henderson, Kim, & Zarrella, 2011; Hargittai, 2015; 
Harris, n.d.; Mislove, Lehmann, Ahn, Onnela, & Rosenquist, 2011; Sloan et al., 
2013). An interesting observation here is, for instance, that the tools generally do 
not describe any indications of significant qualities, such as the participants’ 
possible literacies. The only tool that gathers information that might indicate 
users social and cultural capital, such as education and occupation, is Google 
MapMaker, with the help of data from Google’s general profile management 
system. However, this information is not made available for all the users of the 
tool. Geo-location is, on the other hand, something that is gathered and made 
transparent in several of these tools, which is not surprising as most of these are 
about collaborative mapping. This is another way of determine where the users 
are living and working, which then can be compared to available demographic 
information on the area. Waze, a collaborative street-mapping tool, is even using 
location as part of the interface functionality. Here is the contributors’ permission 
level restricted to areas where the users have been located, which means that the 
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user needs to prove their local expertise by showing that they actually have been 
in the area.  

The user can provide a text description in some of the tools, but there are no 
categorizations of interest, age or education. User identity is foremost defined by 
user followers or friends and by those the user follows or are friend with, which is 
public in Twitter and OpenStreetMap, where user relations and user activities 
define the user. Thus, despite the lack of self-reported demographic data, 
investigating the user relations and interests could be used to determine group 
identity and educational level of the users.3  

There are surprisingly little direct information collected in these tools when it 
comes to identifying participants and their attributes revealing something 
regarding their social and cultural capital - what we can call their embodiment, 
such as age, gender, work and education. However through location data, 
relations, and users’ showed interest, group identity and the educational level of 
the users can nevertheless often be determined. 

 

2.2 Gameplay: conditions for interaction, visualization of user 
activity, interaction, relations, and reputation. 

Gathering, and sometimes also displaying, information on the users’ activities 
and discussions was common in the systems we investigated. Sometimes open 
data from OpenStreetMap and Wikipedia is used to analyze and visualize user 
activities, but previous activities are usually not used by the various systems for 
e.g. providing special privileges. Instead the reputation mechanisms seem to be 
purely social in the sense that they are used as a “badge”, rather than for being 
used in the reputation mechanisms. Often, the activities are differentiated into 
different categories. For example, OpenStreetMap, collects user activities divided 
into “Edits”, “Map Notes”, “Traces”, “Send Message”, “Diary”, “Comments” and 
“Friends”, which makes the information a bit difficult to overview and interpret. 
An exception is again Waze, where the user activity is simplified and translated to 
a score, making the system more game like. Users are earning points by leveling 
up from one role to another.  

Some tools utilize forms of user rankings for example by giving “likes”, or 
showing various metrics, such as visits to the users profile, mentions of user 
names, number of new followers/friends, and similar. The standard Twitter 
interface displays followers and the amount of tweets, and as an additional 

                                                 
3 Regarding these types of methods, Mislove et al (2011), for example, shows a bias in the Twitter 
population relative to the U.S. population, indicating that entire regions of the U.S. are 
underrepresented on Twitter. The result indicates that social and cultural capital are important for 
Twitter activity, why a higher education and an urban type of social network can, as in other 
contexts, have significant advantages. 
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service, the users get access to more extended analytics. This information is also 
important when assigning credibility ranks. A trustworthy Twitter user might not 
be the one with the largest group of followers; quite on the contrary. A study of 
influence on Twitter showed that that credibility is more about showing sign of 
being in mutual relationships than having many followers (Bakshy, Hofman, 
Mason, & Watts, 2011).  

Reputation generation can also be a function of more than just the number of 
followers or re-tweets. For example, user-sharing activities can be used as a way 
to position the users in social contexts. Similarly, the social neighborhood of users 
and topic popularity can be further properties used as measurements of reputation 
or influence (Han, Nakawatase, & Oyama, 2014). Castillo et al. (2013) suggest, 
based on twitter studies during crisis situations, a measure of credibility based on 
the characteristics of the users propagating the information in combination with 
the reactions that certain topics generate, and types of external sources utilized. 
These types of reputation mechanisms can be particularly useful in crisis 
situations when there is a limited access to other trustworthy information sources 
or when such are entirely absent (Castillo, Mendoza, & Poblete, 2011). 

Despite that most of these systems gather, and sometimes also display, 
information on user activity and discussions, the functionality is seldom easy to 
overview and understand. Likewise, the process of gaining higher status is usually 
complex and unclear. Again, Waze is an exception utilizing gamification as a way 
to motivate contributions. On the other hand, Waze is not one of the more open 
systems and the game-rules are restricted and inflexible.  

Relational metrics like profile visits, number of followers or citations are 
maybe most important when judging credibility. User sharing activity and 
characteristics as well as the reactions to actions, are other properties that can be 
used as measurements of reputation. These properties show how the tool is used 
and how the users are following the rules and opportunities within, what can be 
called, the gameplay.4  

3 Conclusion 

Obviously there are plenty of methods available that could make crowd-
produced information easier to understand just using available data and without 
creating detailed control mechanisms. However, and not surprisingly, the 
accuracy depends on the combinations of different retrieval mechanisms for data 
and research methodology as well as the actual context.  

                                                 
4 We take this concept from game studies, describing the specific ways in which players interact with 

a game. This is useful as a way to highlight the social engineering that takes place in these contexts, 
and how the design directs how participants interact with the tool. 



32 

 
 
 
 

By combining data indicating embodiment with data indicating gameplay, we 
provide a framework for describing data production that acknowledges the 
inequalities in these processes and uses this information as a knowledge base. 

 
Embodiment:  Describes how participants’ bodies are structured in relation to 

social groups and material conditions: Does the tool collect and visualize 
belonging to categories - data about the user such as gender, race, location and 
age? What does it take in terms of social and cultural capital to participate? Are 
there means to measure social network or describing educational levels?  

 
Gameplay:  Describes how participants’ interactions are structured in the tool: 

How are scores and rankings defined, accumulated, and exchanged? Is reputation 
counted for in the system or used as part of the interface? Is activity and “likes” 
measured and used in some sort of reputation mechanism? Are the algorithms for 
aggregating and analysing the data transparent and adequate? 

 
Many platforms do not emphasize embodiment of the data production in terms 

of user profiles or by making user statistics easier available. But there are 
alternative ways of retrieving data on gender, age, language and location, by 
investigating user activity and in particular by combining it with, geo-location and 
demographic data as well as user relations and interests. This can be a way of 
making the gameplay more explicit and to create more transparent and equal 
information production and decision processes, especially when connecting it 
with mechanisms for visualizing reputation. 

 
We will continue the investigation including a wider variety of tools. We hope 

this will lead to a better understanding of the available tools and contribute to the 
development of new tools designed for more transparent and equal information 
production and decision processes. 
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