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1. Introduction 

Classical writers such as John Stuart Mill and Karl Marx speculated that 
the standard of living could not rise indefinitely unless advances in tech-
nology increased the yield of the means of production.  Neoclassical 
growth theory, based on capital accumulation, supports this intuition [1].   
Digital tools increase personal productivity.  Communication technologies 
enhance the coordination among individuals and increase the efficacy and 
efficiency of collective efforts.   In both ways, technology contributes with 
wealth creation and the overall welfare of the community. 

Digitalization and the new communication technologies are the drivers 
of an exponential increase in the amount of information available and the 
velocity at which it can be shared, all at ever lower costs and through a 
widening variety of media.   Economic globalization and record levels of 
productivity are driven in part by the ability to link applications, devices 
and people as nodes of highly distributed networks that can interact using 
the common language of 1s and 0s.  Therefore, the efficiency in the diffu-
sion of digital tools is important as part of any community development 
initiative. 

Evidence suggest that the diffusion process is different for developed 
and underdevelop nations [2] Dutta and Jain suggest that there is a delay in 
the expected benefits of technology as a result of a low starting point in re-
gards to ICT.  Given its importance for socioeconomic development and 
the possibility of a threshold to be exceeded before getting any impact, 
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management of the diffusion process becomes crucial.  Unfortunately, 
most discussions on ICT for development are either technocentric, to the 
detriment of the analysis of the surrounding society, or are focused on the 
political economy and public policy aspects of national reforms.  They lack 
careful exploration of the nature of different technologies, how they may 
interact with the local culture at community level, and the impact they 
have in the diffusion process and the overall success of the project or in-
vestment.   

There are reports from influential agencies dealing at global level with 
ICT for the poor that fail to acknowledge the diffusion process of the tech-
nologies they are promoting and how it evolved in the cases they are 
documenting [3].  If there is a better understanding of the dynamics of 
technology and information diffusion in underserved or rural communities 
then, it may be possible to get quicker and higher returns on investments 
made by individuals, businesses, and governments by way of better diffu-
sion of ideas and skills.  

We claim that the relevant unit of analysis for the diffusion of advanced 
technologies is the community’s social networks of advice, and that flow 
of ideas within these networks can be used to identify the influentials in 
order to better promote rapid diffusion of ideas.  Rapid diffusion should be 
an objective to increase the collective knowledge base of the new tech-
nologies and surpass the critical threshold of adoption.   Valente and others 
have shown that centrality is key to accelerate diffusion.  The most influ-
ential problem solvers in the community should be the “entry” or starting 
points of the diffusion process as well 

It is in this particular context that sociometric measures can provide use-
ful information to determine who the influential actors are. This paper de-
velops a model that uses these sociometric measures to identify the key so-
cial members through the dynamics of the flow of advice and their use of 
media technologies.  We look at different structural patterns and compare 
them with conventional socioeconomic variables in their ability to provide 
useful predictions of influence.  These sociometric  measures are expected 
to be more cost-efficient and less troubling than a conventional socio-
economic survey [4]. 

2. Structural Perspectives on Diffusion of Innovations 

Diffusion of innovations depends on time, communication channels, and a 
social structure to support it [5].  Most studies on innovation have been ret-
rospective; they lack information on interpersonal communication net-
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works, and more important, few have attempted to use the lessons from 
diffusion research to accelerate the diffusion of innovations [6].  Valente 
and Davis’ work [7] suggests, through simulation,  the possibility of 
achieving a critical mass in a much shorter time by carefully selecting the 
opinion leaders of a social network.  In general, identifying who are the in-
fluential members improves the design of diffusion strategies, regardless of 
what is being diffused through the network.  In practice, the selection of 
influentials is usually accomplished by using conventional wisdom and 
traditional sociological theory, e.g. by looking for those with higher social 
and economic status and leaders of formal and informal organizations 
within the community. Selection is usually done after the definition of 
general criteria to select participants or “beneficiaries”, ignoring the under-
lying network structure.  In other words, many projects by design define a 
profile that usually tends to make the population of interest very homoge-
neous (e.g. programs designed to reach the poorest of the poor, or a spe-
cific gender within an income bracket) without consideration of the social 
network.   

Most empirical research on diffusion of innovations confirms the prem-
ise that new ideas and practices spread through interpersonal communica-
tion.  However, most foundational studies have focused on the spread of 
relatively simple and “static” technologies, such as weed spray in Iowa [8], 
hybrid seed corn [9] or tetracycline [10], as opposed to ever evolving mod-
ern technologies and their myriad of versions and the potential difficulties 
and complexities intrinsic to them. 

2.1 Diffusion of simple technological innovations 

The key to transfer those simple technologies is awareness and imitation.   
This approach leads to the interest in parameters such as the rate of diffu-
sion and how it correlates with proximity, communication or influence.  
Valente et al. [11] studied and confirmed the association between friend-
ship ties and the adoption of contraceptive choices in Cameroon women.  
Their model defined network exposure as  
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Where ! is the social network weight matrix and y is the vector of 

adoptions.  The network exposure is measured on direct contacts.   ! can 
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be transformed to reflect other social influence process through a family of 
relational,  positional and centrality measures. 

Their approach implies at least four different levels of decision to design 
a study of the network effect on diffusion.  The first one is the election of 
the type of network to observe and register.  It could be a network of 
friendship, advice or any other convenient type.  Second, if influence or 
other behavior determines P’s probability of adoption, what set of struc-
tural features of networks capture such behaviors (relational, positional or 
centrality)?  Third, within each set, which measures should be used? 
(There are probably more than a dozen different types of centrality meas-
ures).  And once the above decisions are made, still there is an issue of fine 
tuning to decide the weight attached to each factor, generally based on so-
cial distance.   For example, if O influence P and P influences Q.  Should 
the influence of P and Q reflect the fact that O may or not be connected to 
a highly central or an isolated N?  The answers to those questions are dif-
ferent as the complexity of the innovation creates demands of information 
that go well beyond imitation as a source of knowledge. 

2.2 Diffusion of ICT for Development 

ICT for development projects usually come in the form of computers for 
schools, community centers or other public or quasi-public spaces.  In rural 
areas, probably more often, they come in the form of telecenters that em-
body a variety of different media that offer a wide range of potential solu-
tions for community problems, all the way from telemedicine to e-
commerce.  In terms of ICT for development public policies, most discus-
sions revolve around Internet access issues. 

Those types of innovations are substantially different from the tech-
nologies mentioned above.  They are knowledge intensive and for their 
adoption to be sustained over time there needs to be a continuous flow of 
information and support to keep up with the pace of new versions or even 
just to keep it functional.  Voice over IP and wireless Internet solutions are 
frequently praised for their promising potential to serve isolated communi-
ties.  But, updating to a newer version of hardware or software may cause 
operative systems to crash.  In that moment, what may seem a simple op-
eration (update a driver for instance) can become a real problem.  It may 
come from previous experience (knowledge), advice (another villager has 
the knowledge and the villager has direct or indirect access to him or her) 
or from specialized technical assistance which sometimes could be scarce 
and expensive to acquire.  In this particular setting exposure to the friend-
ship network is probably not enough. 
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As the complexity of the innovation requires more intensive and fre-
quent exchange of knowledge and ideas, the social structure becomes more 
relevant to understand and manage the diffusion of this kind of innova-
tions. This is our motivation to explore the use of centrality measures of 
advice networks as part of a method to find the people who potentially 
bring about a more efficient diffusion of technological innovations process 
that benefits local development. 

Centrality and Influence 

Since research on the idea of centrality applied to human communications 
was introduced in the late 40’s by Bavelas at the Group Networks Labora-
tory, M.I.T., centrality has been related to reputations of power and influ-
ence over a community [12]. 

The most frequent form of organization of a social structure is the cen-
ter-periphery pattern.  It consists of a) a subgroup of relatively central pres-
tigious actors who are connected by direct or short indirect ties and b) a 
subgroup of peripheral actors who are directly connected to the central ac-
tors rather than to other peripheral actors.  In this form of organization, 
central actors tend to be resourceful and cohesively joined to other actors 
[13].  There is a whole family of measures that may be use to capture and 
describe their centrality.  There are four prominent ones due to their strong 
and distinct qualities[14].  They are also foundational in the field of social 
network analysis:  degree, betweenness, closeness and eigenvector cen-
tralities.  Since we are interested in the flow of advice, it is necessary to 
understand which measures can be used or not as a metric for the flow of 
ideas among humans. 

Degree Centrality. The most simple and natural way of describing the 
concept of centrality is the star configuration.  The center in this structure 
possesses 3 unique properties: it has the maximum degree [15-17]; it falls 
on the geodesics (shortest path1 linking a given pair of points) between the 
largest possible number of other points and, since it is located at the mini-
mum distance from all other points, it is maximally close to them (Free-
man, 1978/79).  It does not take into account indirect connections and it 
makes it unsuitable for advice networks (the value of one actor’s given ad-
vice is influenced by the relative value of the advice the actor receives). 
Betweeness Centrality.  Betweeness [12] usually indicates a node that can 
control the flow of information bridging disparate regions of the network.  
Because of its reliance on non-directed paths and geodesics, betweeness 
                                                        

1 A path is defined as a sequence of adjacent nodes in which no node is visited 
more than once 
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cannot be easily estimated for directed data [18] which is the case of the 
flow of advice.  Furthermore, it assumes that the traffic will choose the 
shortest path, and if confronted with equally short paths, it will randomly 
choose only one.  Traffic moves one to one instead of copying itself or be-
ing broadcast from a node.  A second assumption is that it is not diffusing 
randomly.  Since it is taking only the shortest path, then it “knows” its tar-
get from the origin [19]  These last assumptions make Freeman’s be-
tweeness centrality measure unsuitable to be used in contexts where these 
assumptions do not hold, like the spread of advice.  The characteristics of 
our latent variable and of the observed advice network fall outside of these 
assumptions and therefore we did not evaluate this particular measure.  
Closeness centrality.  Closeness is the theoretic distance of a given node to 
all other nodes and it is commonly used in the study of diffusion.   As op-
posed to degree centrality, this measure takes into account indirect connec-
tions.  In a directed graph the outgoing arcs will be related to the amount of 
steps one actor needed to reach the other actors.  In terms of flow it is or-
dinarily interpreted as an index of the expected time until arrival of some-
thing flowing within the network [20].  The critical assumption of this 
measure is that information is following the shortest path or parallel dupli-
cation –where all paths are followed simultaneously, including the shortest 
path as well.  It only works on connected or strongly connected graphs.  In 
our study, the networks of advice found and registered are not well con-
nected.  This limitation impedes the use of this measure in the current 
analysis.  More empirical observation is needed to explore the probability 
function of the density meassures of advice networks, before attempting 
any generalization on the virtues of this measure for this particular kind of 
information. 
Eigenvector centrality.  It is the property of a node that has a high eigen-
vector score and that is connected to others who are also high scorers.    
This is measured by the principal eigenvector of the adjacency matrix of a 
network.  It was designed to work with valued data but works on binary in-
formation as well.  The use of eigenvector centrality is convenient when 
the status of an actor is a function of the status of those with who he is in 
contact (Bonacich, 1972).  Given an adjacency matrix A , the eigenvector 
centrality of node i  is: 

i ij jc A c!= "  (2)  

Where ! is a required parameter to give the equations a non-trivial so-
lution ( 1/! "= , i.e. the reciprocal of the eigenvalue) and has no substan-
tive interpretation.  It is usually interpreted as a measure of influence.  It 
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assumes that traffic moves via unrestricted walks and does not assume that 
things flowing will be transferred or copied to one neighbor at a time, so 
this measure is ideal for influence type processes [20] as the one we are in-
terested in. 

Among the more commonly used measures of centrality, only the ei-
genvector method seems appropriate, among other cited reasons, because 
one should expect that receiving advice/information from someone who is 
more central should add more to one’s centrality than being advised by an 
isolated member of the community. 

Generalized eigenvector measure of the flow of advice.    Since our ad-
vise data is asymmetric we used a variant called “power centrality” which 
is a generalized eigenvector measure of centrality, also known as Bonacich 
Power Centrality or Alpha Centrality [21].  It is represented by the follow-
ing equation: 

1

( , ) ( )
n
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j

c A c! " ! "
=

= +#  (3)  

The value of !  is used to Normalize the measure and has no substan-
tive interpretation.  We use UCINET [22] to estimate Bonacich Power 
Centrality and in their solution the normalization parameter is automati-
cally selected so that the sum of squares of the node centralities is the size 
of the network [23].   The parameter !  is an attenuation factor which gives 
the amount of dependence of each node's centrality on the centralities of 
the nodes it is adjacent to.  It can be interpreted as the degree to which an 
individual’s status is a function of the statuses of those to whom he is con-
nected.  !  is an adjustable weight that can take positive and negative val-
ues, depending on the specific phenomena under analysis.  There are cases 
like bargain where the advantage comes from being connected to less 
powerful individuals.  In communication networks Beta should be positive, 
as one benefit from the information available to one’s alters.  Bonacich 
[24] suggests that in a communication network, a low positive value of !  
would be appropriate if most communications were local and not transmit-
ted beyond the dyad.   Since the nature of personal advice implies informa-
tion on specific personal concerns, it seems reasonable to expect that most 
interaction happens at dyad level.  In the case of technical/business as well 
as personal advice it seems reasonable to choose the maximum value for !  
(note that if ! and ! = 0 then equation 4 is equal to equation 2).  It was 
done using a value of !  very close to the absolute value of the reciprocal 
of the largest eigenvalue of both the adjacency matrices. 
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An important property of this measure is that allows for negative values 
of ! .  This is not to be developed in this paper.  Cook et al. [25] among 
others have developed relevant work on the effect of negative edges in 
communication networks. 

3. Empirical Analysis 

We want to fit a model to predict which people are influential based on: 
conventional economic and demographic attributes, graphic-theoretical 
characteristics of the individuals.  We also measure their use of advanced 
media as research has shown that influential people tend to make extensive 
and multichannel use of communications media[26].   We want to estimate 
the following logistic model to predict who is influential: 

0 1 2 3

Pr( 1)
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(1 Pr( 1))
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C M

y
! ! ! ! "

=
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$ =

 (4)  

Where y equals 1 if the respondent is influential, X is a set of socio-
economic and/or demographic characteristics, C is a set of sociometric 
measures based on the eigenvector centralities and M their use of Media 
and ! the expected error. 

The propositions and tests in the form of hypothesis are: 1) Sociometric 
measures are an important supplement to conventional social and eco-
nomic status attainment measures in predicting who is influential within a 
social structure.  2) Patterns of Advice received and given is a good predic-
tor of who are the influential members of a community.  3) If Hypothesis 2 
is true, there must be an important correlation with the early adoption of 
tools that are used to support and enhance communication, which leads to 
Hypothesis number 4) If the use of media technology can be use as a pre-
dictor of influence, then a propensity to be an early adopter is correlated 
with patterns of advice and the use of media technology. 

3.1 Data  

We explored these ideas using data collected in 2003 from a community of 
coffee growers in the southern mountains of Costa Rica.  The community 
has roughly 4300 inhabitants; coffee production and exports represent 
about 80% of their income.  It is a well-established and integrated rural 
community.  An interesting characteristic of the region is the structure of 
land ownership, mostly very small producers with 1 or 2 acres, with not 
much land available to grow their crops.  In being so small, coordination 
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and diffusion of information is key to production, processing, and com-
mercialization of their coffee beans.  

The homogeneous social and economic characteristics of this population 
are expected to reflect a relatively small effect from the social and demo-
graphic characteristics.  Most producers are organized and registered in a 
local coffee cooperative which provided access to some of the information 
we use.  There most be a variety of overlapping social networks within this 
community.  We chose to work with the network of active registered pro-
ducers, based on their potential impact on their families and the rest of the 
community.  An application other than the one we are interested in, may as 
well, chose a different network to work with. 

In order to establish a “ground truth” or baseline it is necessary to estab-
lish who are the influential members that the model is expected to capture 
in a more effective and efficient way.   

During the summer of 2003, a team of two former full professors at the 
university of Costa Rica and current researchers an NGO called 
“CEMEDCO”, conducted an Ethnographic Study in the community.  This 
team was lead by an experienced social psychologist whose work is heav-
ily influenced by the constructivist tradition.  They were familiar with the 
general ideas of the social networks approach but not with its methods.  
Their goal was to identify key members in the community.  Key members 
were understood to be people that influence the community’s decisions and 
whose opinions and decisions have the potential to affect the socioeco-
nomic development of the community as a whole.  They visit Santa Maria, 
at least six times.  Some of their visits implied two or three days and 
nights.  Their visits included observation and interaction with members of 
the community.  They involved short and long interviews and sometimes 
direct participation in some community meetings. After visiting the com-
munity and dozens of interviews they reported 53 influential members, 
among them 32 were registered as members in the local cooperative. 

The list with the 53 names was discussed for validation with a small-
group of “community experts”.  They were suggested by CEMEDCO’s re-
searchers, based on their own observations and interpretations of the com-
munity dynamics.  The community expertise was used to reduce the list 
down to 30 members.  They were expected to be the most influential 
members.  Among those 30 influential people, 19 were registered produc-
ers.  Unfortunately, at the time, they were asked to find the influentials, but 
they were not asked to provide a ranked list. 

The group of 30 people was invited and attended to a workshop spon-
sored by INCAE (an international business school in Latin America and 
research facility), where they completed a sociometric survey.  A roster 
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with their names was presented to them, and they were asked to provide in-
formation on friendship, advice and influence.   This produced dyadic data.  
In this particular step, we used Freeman’s in-degree centrality as a scale of 
influence.  This means that only those that were considered influential by 
their peers were considered the “truly” influential people or baseline.  Only 
19 had an in-degree measure bigger than zero and among them 16 were 
registered producers.  In other words, 11 were considered influential, but 
when people within this group of 30 “influentials” were asked who influ-
enced their own decisions, some people were never cited.  Table 1 summa-
rizes the three different exercises that lead to the baseline estimation we 
described. 

Table 1.   The three exercises used to construct the baseline for this study. 

 Community Members Subset of  producers  
Ethnographic Diagnostic 53 32` 
Community Experts Validation 30 19 
Sociometric Survey 19 16 

Advice Survey 

Active coffee producers were interviewed about two different types of ad-
vice.  They were asked who they look for personal advice and who they 
look for production or economic advice, using the free recall method (no 
roster of names were showed).  All active producers have to personally ap-
proach the mill office to collect either a check or an equivalent form of 
payment for their processed crop.  Usually, most of them arrive during the 
first three to five days.  The producers were interviewed as they ap-
proached the mill during the peak four days.  Basically, while their truck 
was in line waiting for their coffee cherries to be received they were called 
apart to be privately interviewed.  According to the administration files, 
their arrival seems to follow an apparent log-normal distribution.  One 
hundred and twenty three surveys were collected through a short interview 
and only one was dropped because he was the son of a producer and his 
main occupation was not his family farm.  The names were validated later 
against with the cooperative membership records.  There was no limit to 
the number of names that could be recorded to avoid problems related with 
missing answers that become a gap in the social network under study [27].  
Advice is not a troublesome dimension of social relations, and in general, 
subjects where not uncomfortable answering questions about it.   The in-
terview was done in the premises of the cooperative, which probably le-
gitimate the willingness of the cooperative management to support the 
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study.  This is not trivial, and probably should be part of the proposed 
methodology, because probably we would have gotten a different reaction 
if our study was not associated with a company and a manager they 
trusted. Also, an interviewer fill out the questionnaire and the interview 
was kept as short as possible. All of these factors contributed to an unex-
pectedly high response rate for the overall questionnaire and a 100% re-
sponse rate for the questions related to advice.  We know that a sample is 
often not representative of a network because the structure of a random 
sample seldom matches the structure of the overall network.  Therefore, 
we must be careful about generalizations about the social structure of the 
population, but accepting the limitations of our data set, we do believe that 
it is large enough to capture the main patterns of the flow of advice.  

Graph-theoretic Data Sets 

There are three generic social boundary specification strategies [28] : for-
mal membership criteria based on node’s attributes; an event based ap-
proach and a relational approach based on social connectedness.  In this 
paper we are using each of these methods to set the boundaries of three 
possible data sets.  The overall criterion to select the interviewees was 
membership to the coffee cooperative.  Those that actually had a chance to 
participate in the study were selected upon the event that they show up 
during the week of data collection.  The open question (with no roster) on 
who you look for advice generated names of producers as well as names of 
other members in the community.  The total list of names presented the 
possibility to define two different data sets based on a relational criterion 
mixed with an attribute criterion:   a) Those mentioned (connected) by the 
interviewees, who are registered producers and had been interviewed 
(n=122); b) Those mentioned (connected) by the interviewees who are reg-
istered producers (n=169) and c) Those mentioned (connected) by the in-
terviewees either registered producers or not (n=298).  We chose to use a) 
as the data set to work with.  We can treat it like a whole network, since all 
the respondents sending nominations will have an equivalent likelihood of 
being nominated by his or her peers. 

Attribute Data 

Since recollection of sociometric data using a paper survey places a burden 
in the respondent and the interviewer, as much as possible attribute data 
has been collected from different secondary public or semi-public sources. 

Demographic and socioeconomic individual characteristics.  Lipset, 
cited by  Blau and Duncan ([15-17]) says that “position in the social struc-
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ture is usually associated with a certain level of income, education, family 
structure, community reputation and so forth”.  This paper tried to follow 
as much as possible Lipset’s intuition to construct an equation that predicts 
a person’s influence using the socio economic and demographic variables 
used in most theories about influence. 

 The survey did not ask for income, nor did the cooperative had this data 
available.  However, we had access to the amount of coffee beans they 
brought in 2003 to the cooperative to be processed.   Since coffee is the 
main source of income for the vast majority it should be a good proxy for 
income and the records of coffee processed were reliable since no other 
company nearby was offering a better price than their own cooperative, not 
to mention a legal obligation of exclusivity and a natural restriction associ-
ate with costs of transportation from farm to mill. 

Since we had access to the exact home address of every producer, we 
created a supplementary “social status” variable based on the local percep-
tion of the social status of the producer’s neighborhood.  A list of all 
neighborhoods was produced and provided to a young local health profes-
sional, a local taxi driver, and to a business man who is in the construction 
business.  They were asked independently to assign a value from 1 to 5, 
according to their perception, of the socio-economic status of each neigh-
borhood. When there was no consensus, two votes decided the assigned 
status. There was no case in which all three answers were different. 

Age, education and gender were provided by the cooperative.  A di-
chotomous variable call “Mature” was created to capture this age range, 
from 35 to 70 years old, reflecting what a producer described as “the age 
when you and society know who you really are”.  Gender has no signifi-
cant correlation with being influential.  Education data is consistent with 
this observation.  When comparing the level of education of all male and 
female producers they share the same average amount of years ( x =8.7 
years, p = 0.0332). 

Graph-theoretic variables.  The correlation of power-centrality with the 
response variable is higher for the personal advice network than the one 
corresponding to the technical/business advice network.  This difference 
across domains may suggest that the influential’s advice is most sought af-
ter in interpersonal issues.  This is consistent with the results of a study 
conducted by the Allensbach Institute on a German national sample 
(n=3843) reported by Weimann [26].  They found that in the financial and 
political domain the influentials had clear dominance, but compared with 
these and 16 other domains in their study, the influentials advice is most 
sought after in “dealing with others” and “recreation”.  A paired correla-
tion of the power centrality measures also shows this relationship (pair 
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wise correlation=.43, p<.001).  This is strong evidence that there is a corre-
lation between both matrices of advice.  When structural autocorrelation is 
present, Krackhart [29] recommends the use of Quadratic Assignment Pro-
cedure (QAP) to test the independence of the coefficients, since OLS can 
become severely biased under this condition. This is because the assump-
tion of zero covariance between any two errors [30] is not met. Each per-
son in a dyad will contribute to (N-1) dyads, and hence there is a high like-
lihood that the error that characterizes one dyad involving ego is similar to 
the error characterizing another dyad involving ego, or that the errors are 
“auto correlated”.  QAP attempts to solve this problem [31].  In this proce-
dure the relation matrices are permuted to examine whether the results are 
artifacts of the structure of the network rather than genuine relations 
among the actors.  A hypothesis test using QAP effectively suggests the 
existence of a correlation between both advice matrices (Pearson Correla-
tion= 0.062, p=0.005).  Future work may explore the relationship between 
friendship and advice networks  

To avoid the problem of confounded variables we constructed a new 
variable ACI (Advice Centrality Index) to reflect the combined effect of 
both the personal and business/technical advice domains. We first di-
chotomized each power centrality variable using a 2.5 cut-off for personal 
advice and 3.5 for production advice after inspecting the data to find the 
power centrality value at the estimated inflection point of the probability 
distribution function (where p=0.5).  Then the new variable resulted from 
summing up the “power advisors” of each network. Therefore the values 
for the new variable are 0 for non advisors, 1 for those who are power ad-
visors in one of the networks and 2 for those powerful advisors in both 
networks.  

4. Media Technology and Innovation 

Since media technology plays an important role in the flow of ideas, avail-
ability and use of communication tools should also play a role in the com-
munity member’s capacity to influence.  Research shows that the strength 
of ties between nodes is associated with multiple relationships and the use 
of more media to communicate [32].  In the process, communicators will 
reach a common understanding of the media and work together to a joint 
communications solution [33].  So, we explored the use of communication 
technologies in the community. Most of the producers have access to land 
phone, fax, mobile phone and email.  As one might expect, having access 
to the latter is more difficult do to infrastructure limitations.   So we cre-
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ated a simple ordinal variable called channel that adds up the number of 
channels a subject employs. By observing the data (mode 1, average 1.54, 
s. d. 0.85) we chose having 3 or more as the cutoff value (91.8% had 2 or 
less) to create a new binary variable to distinguish those having an excep-
tional number of communication channels.   

Table 2.   Description of selected variables in their original dimensions, some 
usual transformations  

Variable  Mean S. D. Min Max 
Partial Cor-
relation 

p-
value 

Influential 0.13 0.34 0 1   
Age in years 48.80 13.50 23 87 -0.0408 0.6820 
Squared Age 2560 1463 529 7569 0.0536 0.5910 
Mature (range 35-70) 0.80 0.40 0 1 0.2037 0.0390 
Education in Years 8.70 4.30 3 18 0.1553 0.1170 
Secondary Education 0.14 0.35 0 1 -0.0080 0.9360 
Gender (Male) 0.80 0.40 0 1 -0.0912 0.3590 
Neighborhood Status  3.31 0.63 2 4 -0.0520 0.6020 
Volume of Coffee Crop 3112 3020 83.5 12681.3 -0.0897 0.3680 
Log of Coffee Crop 7.50 1.10 4.4 9.4 0.0840 0.3990 
Personal Advice Indegree  0.16 0.39 0 2 0.0921 0.3550 
Economic Advice Indegree 0.74 7.70 0 85 -0.0377 0.7050 
Personal Advice Outdegree 0.16 0.39 0 2 -0.0528 0.5960 
Economic Advice Outdegree 0.74 0.49 0 2 -0.1054 0.2890 
Advice Centrality Index 0.23 0.54 0 2 0.2911 0.0030 
Innovation (is early adopter of e-
mail, fax and mobile) 0.36 0.63 0 3 0.2213 0.0250 
3+ Communication Channels 0.08 0.28 0 1 -0.0669 0.5020 

One fourth of the respondents had a computer at home but only 5.7% of 
all respondents used e-mail, and the correlation between having a com-
puter and using e-mail was rather weak ( 2! =3.95, ! =0.047). Thus, inde-
pendently of having a computer at home or not, it seems fair to expect that 
the few using e-mail are early adopters.  The second and third least popular 
channels were faxes and mobile phones (8% and 22%). To capture the 
propensity to be early adopters and the use of multiple channels for com-
munication we used the presence of e-mail, fax and mobile phone as a 
proxy for the pattern of adoption of new communication channels.  We 
called the variable Innovativeness. 
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5. RESULTS 

All variables, transformations, and interactions presented in Table 1 were 
divided into three subsets: socio-economic conventional, sociometric, and 
Media/Innovation.  Stepwise regression [34] was used first to discriminate 
among the subset of socio economic and demographic variables and then 
to  compare our variables for centrality and for innovativeness, and to 
screen possible interaction effects among the variables.  No significant in-
teraction effects were found. We run the hierarchical stepwise regression 
using ! =0.25 in the forward steps and ! =0.10 in the backward steps.   

For this particular data set (n=122), we found only the variable “Ma-
ture” (being within the age range 35 to 70 years) being significant among 
the socio economic and demographic variables.  This should come to no 
surprise, remember that this is a particularly homogeneous group of peo-
ple.  The Alpha Centrality Index was used as our sociometric measure, as 
discussed above.  We then tested “Mature”, Innovativeness and Alpha 
Centrality Index against the null hypothesis of being simultaneously zero.  
We conducted a Wald test after running a logistic regression against the 
binary response variable (isInfluential).  We obtained strong evidence to 
reject the null hypothesis (( 2! =11.30, df =3, ! =0.0102).  Table 3 de-
scribes the equation of the logit regression model.  The second, third and 
fourth columns present the results of running a logistic regression inde-
pendently for each variable against the response variable.  Column 4 is the 
full model. 

Table 4 presents two nested models and the full model.  Model 1 stands 
for the sociometric and demographic variables, in this case age, which was 
not significant by itself.  Model 2 combines Innovativeness with Mature 
and was significant at 1%.  The full model adds the centrality measure.  
For the combined model the strongest association is for the sociometric 
variable, and the weakest is age.   

If all variables are held equal to zero, the probability of being influential 
is close to zero (Pr(y|x) = 0.0015) and someone meeting the three criteria 
has a probability of 0.9216 being influential. 

Table 3.   Logistic Regression Results for the components and the final model. 
(n=122) 

Variable X  
(Age) 

M  
(Innov.) 

C  
(Alpha) 

X M C+ +  
Full Model 

LR chi2  (a) 2.61 29.65   48.07  58.40      
D. of Freedom 1    1   1  3      
Prob > chi2 0.1061 0.0000 0.0000 0.0000 



16      Barahona and Pentland 

 

Pseudo 2
R!    (b) 0.0275  0.3127  0.5070  0.6160      

Log likelihood -46.0992 -32.5814   -23.3687    -18.2056     
The likelihood-ratio chi-square is defined as 2(L1 - L0), where L0 represents the log likelihood for the 
"constant-only" model and L1 is the log likelihood for the full model with constant and predictors. 
Technically, R2 cannot be computed the same way in logistic regression as it is in OLS regression.  
The pseudo-R2, in logistic regression, is defined as (1 - L1)/L0, where L0 represents the log likelihood 
for the "constant-only" model and L1 is the log likelihood for the full model with constant and predic-
tors.  This statistic will equal zero if all coefficients are zero. It will come close to 1 if the model is very 
good  

Table 4.   Odds Ratios and p-values of the Main Effects Model 

 Model 1 Model 2 Model 3 
Mature 4.157 5.008 14.916 
 (0.179) (0.146) (0.072)* 
Innovativenesss  13.534   10.101 
  (0.000)***       (0.014)** 
Alpha Centrality Index   35.586 
   (0.000)***       
Observations 122 122 122 
Pseudo R-squared 0.028 0.343 0.616 
Log Lik Intercept Only -47.405   
Log Lik Full Mod -46.099 -31.121 -18.206 
Likelihood Ratio LR  32.567 58.398 

p values in parentheses     

* Significant at 10%; ** significant at 5%; *** significant at 1%  

Table 5 describes the estimated unstandardized coefficients for the full 
model.   

Table 5.   Estimated Coefficients, Standard Errors, z-Scores, Two-Tailed p-Values 
and 95% Confidence Intervals for the Final Logistic Regression Model (n=122) 

 Coeff. Std.Err. Z P>|z| 95% C.I 
Mature 2.7024 1.5030 1.80 0.072 -.2434 5.6484 
Innov. 2.3127 .9435 2.45 0.014  .4634 4.1619 
ACI 3.5720 .8932 4.00 0.000 1.8213 5.3227 
_cons -7.1570 1.8903 -3.79 0.000 -10.8619 -3.4522 

6. DISCUSSION 

This paper suggests that patterns of advice captured by sociometric meas-
ures are a powerful predictor of influence. The model is effective for clas-
sification of who the influential producers, according with the success and 
failures in the result from the model.  In terms of accuracy (total correctly 
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classified divided by total population), our classifier was 95.08% accurate 
and the ethnographic study has 85.42% accuracy.  But accuracy is not the 
right metric, since it implies that all errors are equal [35]. We argue that in 
this context there are much higher costs associated with type I errors (false 
positive) than with type II (false negative). 

In the context were it is desirable to tell apart who belongs to the group 
of influential members and who do not, with the purpose of working with 
them to foster an optimized diffusion process, both errors have very differ-
ent consequences. For example, imagine someone gathers 11 influential 
members of the same community and none of the non influential members 
is present.  They will recognize each other as influential and they will eas-
ily recognize what other influential people should be there, in case they are 
missing.  It is so because core people tend to have a dense collection of re-
lationships among themselves [36].  This  structure has being recognized 
and documented in community influence systems [37].  Thus, missing a 
few will tend to be autocorrected by the knowledge and well established 
relationships of the core group.  Now imagine the scenario were they are 
together, but share the room with other people that are not influential.  It 
may be confusing to recognize what the group is about for them.  The rules 
of engagement will be somehow different about the members of the two 
different groups and the effectiveness will suffer rising the organizational 
cost.  To correct this, then they or someone else would have to ask the 
“false influential members” to leave, which would imply a social and emo-
tional cost.   To use a measure that is adequate to compare the conven-
tional and our methodology in these terms, let us introduce the correspond-
ing confusion matrices. 

While the conventional way of classifying the influential is extremely 
efficient with zero type II errors, it produces a false positive rate (type I) 
equal to 17.92%.  These values for our model are 31.25% and 0.94% re-
spectively.  It is an important difference that is blurred by the accuracy 
measure.  Instead, we should use the proportion of the predicted positive 
cases that were correct.  This ratio is called in the machine learning litera-
ture the precision of the classifier, also known as the positive predicting 
value.  In these terms our results suggest that we can get a 91.66% preci-
sion as opposed to 45% estimated for the ethnographic study.   

Being an “established” member of the community and being an innova-
tor plays a significant but much less important role.  The findings are con-
sistent with our intuition: influence follows the flow of advice and infor-
mation. The ability to capture the dynamics of diffusion of ideas has the 
potential to have a very positive impact in the way ideas are promoted and 
especially in the way that technology is deployed in underserved commu-
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nities, by making interventions more effective and efficient by nurturing 
the flow of advice. 

There are several different reasons to consider these results useful and 
worthy of more testing.   From an empirical point of view, it shows that 
sociometric information could have a significant role in helping identify 
influential members of a community, especially under conditions where 
the population of interest is highly homogeneous. Many settlements, hous-
ing projects, or communities are very homogeneous in their attribute val-
ues, giving more importance to relational sociometric measures. 

The “advice centrality index” also has advantages in terms of efficiency. 
It is well known that traditional socioeconomic surveys have serious prob-
lems.  Many people don’t like to answer income or social status related 
questions.  As a result data quality is poor and large survey samples re-
quired.  However, this research suggests that a light and neutral question 
like “Who do you look for when you need technical or business informa-
tion” or “who do you look to for personal advice”, can  provide enough in-
formation to recognize the influential members of the group, those who are 
key for the diffusion of ideas and innovations.  It is important to note that 
satisfactory results were obtained working with a partial data network. 

Improved precision through the use of our proposed sociometric method 
can have a major effect, particularly with costly interventions.  For exam-
ple, the diffusion of technological innovations with a high learning curve, 
where almost personal support and follow up is needed for long periods of 
time, is difficult and expensive, but crucial to pass certain threshold.  It can 
also be effectively used as the first step to develop cognitive social struc-
ture studies [38].  

Table 6.  Confusion Matrices 

Negative Positive

Negative 105 1

Positive 5 11

Negative Positive

Negative 87 0

Positive 19 16

Predicted by Conventional Methods

Predicted by Model

A
ct

ua
l

A
ct

ua
l

 

6.1 Future Direction  

Sociologists and more recently economists have devoted considerable 
attention to the impact of social structure and networks on the economy 
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[39].  However these have been few attempts to translate this work into 
practical field methods.  This work is one of the first of its kind. 

There are still theoretical and empiric problems to solve before practical 
use of the abundant information about social networks can be used by 
communities.  We foresee a role for machine-learning tools that can be 
used to develop stochastic models and methods to reconstruct whole net-
works out of partial and incomplete information.  A future direction for 
this research is to test the model under conditions where the boundaries of 
the network are more diffuse and replication of the study with a different 
sample or different population will be sought.  
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